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Experiment setup

I Trained a Transformer model on
WMT 13 and Europarl
DE (German) to EN (English)
sentence pairs (obtaining BLEU
33 on the WMT 14 test set).

I Evaluated the model on
out-of-training-distribution input
sentences in NL (Dutch) and a
mixture of NL and DE.
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OOD separation with a mixed test set DE+NL
Performance-retention curves
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OOD separation with a mixed test set DE+NL
Histograms separation

(a) BS histogram on a mixed test
set (Left - higher uncertainty)

(b) SP-10 on a mixed test set
(Left - higher uncertainty)

(c) BLEUVar-10 on a mixed test
set (Right - higher uncertainty)
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